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PART-A 
 
Q. No. – 1 Answer the following questions carrying one mark each.   15x1=15                                        

(i) The longest common subsequence of the sequences X = <A, B, C, B, D, A, B> and  

Y = <B, D, C, A, B, A> has length  

(a) 2     (b) 3     (c) 4      (d) 5  

 

 

(ii) Match the following: 

1. Matrix Chain Multiplication  (a) Greedy Technique 

2. N-Queen Problem    (b) Dynamic Technique 

3. Kruskal Algorithm    (c) Backtracking Technique 

 (iii) Worst Case time complexity of Longest common subsequences for a string of length n. 

(a) O(2n)  (b) O(n(n-1))  (c) O(nlogn)  (d) O(2n) 

 
(iv) Dijkstra algorithm, which solves the single-source shortest paths problem, is a 

__________, and the Floyd-Warshall algorithm, which finds shortest paths between all 

pairs of vertices, is a __________. 

(a) Greedy algorithm, Divide-conquer algorithm 

(b) Divide-conquer algorithm, Greedy algorithm 

(c) Greedy algorithm, Dynamic programming algorithm 

(d) Dynamic programming algorithm, Greedy algorithm 

(v) Root of the Red-Black tree is always____________.  

(vi) Time complexity of Depth First Traversal of  is 

(a) Θ(|V|+|E|)                                                                                  (b)  Θ(|V|) 

(c) Θ(|E|)                                                                                         (d)  Θ(|V|*|E|) 

 (vii) All NP-Complete problems are NP-Hard.(True/False) 

(viii) Which of the following algorithm can be designed with recursion – 

(a) Tower of Hanoi                                                                          (b) Fibonacci series 

(c) Tree Traversal                                                                           (d) All of the above 

(ix) DFS uses which data structure? 

                          (a) Stack                 (b) Queue. 

(x) If we choose Prim's Algorithm for uniquely weighted spanning tree instead of Kruskal's 

Algorithm, then 

(a) We'll get a different spanning tree.                   (b) We'll get the same spanning tree. 

(c) Spanning will have less edges.                        (d) Spanning will not cover all vertices. 

 (xi) Which of the following algorithm is not in-place? 

(a) Heap sort  (b) Insertion sort  (c) Merge sort  (d) Quick Sort 

 
(xii) The operation of processing each element in the list is known as 

(a) Sorting                                                                                        (b) Merging 

(c) Inserting                                                                                     (d) Traversal 

 (xiii) Two main measures for the efficiency of an algorithm are 

(a) Processor and memory                                             (b) Complexity and capacity 

(c) Time and space                                                         (d) Data and space 

 (xiv) Which of the following sorting algorithm is of divide-and-conquer type?  

 (a) Bubble sort   (b) Insertion sort    (c) Quick sort   (d) All of above 

(xv) Given two vertices in a graph s and t, which of the two traversals (BFS and DFS)  

              can be used to find if there is path from s to t?       

              (a) Only BFS                             (b) Only DFS    

              (c) Both BFS and DFS              (d) Neither BFS nor DFS 

 
PART-B 

2 Explain Master Theorem with suitable example. 5 

3 Discuss Knapsack Problem. 5 
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4 Write and discuss the significance of Bellman-Ford Algorithm. 5 

5 Discuss String matching with finite automata. 5 

PART-C 

6 What is the need of Algorithm Analysis (Worst, Best & Average case). Find the space 

complexity (all case) of any one sorting technique. 

10 

7 Discuss various Methods for solving Recurrence. 10 

8 Write and discuss the role of Greedy Algorithm. 10 

9 Define Hiring Problem. Discuss its probabilistic analysis 10 

10 Differentiate Kruskal and Prim algorithms with example. Write Kruskal and Prim 

algorithm also. 

10 

11 Write and explain All pair shortest path-Floyd Warshall Algorithm. 10 

12 Discuss various steps involved in Rabin-Karp Algorithm. 10 

13 Write and explain Knuth-Morris-Pratt Algorithm. 10 

 


